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The role of plasma β in global coronal models
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ABSTRACT

Context. COolfluid COrona uNstrUcTured (COCONUT) is a global coronal magnetohydrodynamic (MHD) model that has been
recently developed and will soon be integrated into the ESA Virtual Space Weather Modelling Centre (VSWMC). In order to achieve
robustness and fast convergence to steady-state for numerical simulations with COCONUT, several assumptions and simplifications
have been made during its development, such as prescribing filtered photospheric magnetic maps for representing the magnetic field
conditions in the lower corona. This filtering leads to smoothing and lower magnetic field values at the inner boundary (i.e., the solar
surface), resulting in an unrealistically high plasma β (more than 1 in a large portion of the domain).
Aims. In this paper, we examine the effects of prescribing such filtered/smoothed magnetograms in global coronal simulations and
formulate a method for achieving more realistic plasma β values and improving the resolution of electromagnetic features without
losing computational performance.
Methods. We make use of the newly developed COCONUT solver to demonstrate the effects of the highly pre-processed magnetic
maps set at the inner boundary and the resulting high plasma β on the features in the computational domain. Then, in our new
approach, we shift the inner boundary to 2 R⊕ from the original 1.01 R⊕ and preserve the prescribed highly filtered magnetic map.
With the shifted boundary, naturally, the boundary density and pressure are also adjusted to better represent the considered physical
location. This effectively reduces the prescribed plasma β and leads to a more realistic setup. The method is applied on a magnetic
dipole, a minimum (2008) and a maximum (2012) solar activity case, to demonstrate its effects.
Results. The results obtained with the proposed approach show significant improvements in the resolved density and radial velocity
profiles, and far more realistic values of the plasma β at the boundary and inside the computational domain. This is also demonstrated
via synthetic white light imaging (WLI) and with the validation against tomography data. The computational performance comparison
shows similar convergence to a limit residual on the same grid when compared to the original setup. Considering that the grid can be
further coarsened with this new setup, as its capacity to resolve features or structures is superior, the operational performance can be
additionally increased if needed.
Conclusions. The newly developed method is thus deemed as a good potential replacement of the original setup for operational
purposes, providing higher physical detail of the resolved profiles while preserving a good convergence and robustness of the solver.

Key words. Magnetohydrodynamics (MHD) – Sun: corona – Methods: numerical

1. Introduction

Space weather forecasting has been gaining importance in the
past few decades as our society is relying more and more on
digital technologies and space infrastructure, both of which are
fairly susceptible to space weather effects. Space weather mod-
elling is, however, not a straightforward task due to the different
environments that the solar wind and transients pass through on
their way from the Sun’s to the Earth’s atmosphere. Typically,
these different environments require different physics to be con-
sidered, and this is why software frameworks such as the ESA
Virtual Space Weather Modelling Centre (VSWMC) Poedts, Ste-
faan et al. (2020),have been developed, allowing for coupling
a chain of models to each other for forecasting purposes. The
current heliospheric wind and CME evolution modelling in the
VSWMC is heavily relying on the Wang-Sheeley-Arge (WSA,
Arge et al. (2003)) like coronal model in EUHFORIA (Pomoell

& Poedts 2018), because the alternative coronal models (Wind-
Predict (Réville et al. 2015) and Multi-VP (Samara, E. et al.
2021)) require substantially more CPU time. The WSA model
is, however, semi-empirical and has been repeatedly shown to
produce inaccurate boundary data at 0.1 AUSamara, E. et al.
(2021). Yet, the coronal model is of great importance to space
weather predictions since it is the first model on the Sun side,
propagating the plasma field to the rest of the chain, e.g. to the
EUHFORIA Heliosphere module (Pomoell & Poedts 2018) and
the faster (AMR) version ICARUS (Verbeke et al. 2019). Thus,
any errors generated by this coronal model will spoil the predic-
tion, regardless of the accuracy of the models that follow.

In previous work (see Perri et al. (2022)) we have introduced
COCONUT, a global coronal modelling tool, relying on ideal-
MHD, which can alternatively be used to predict the plasma
properties at 0.1 AU. The model was shown to produce good re-
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sults when comparing the magnetic field lines with the observed
streamers (see Kuźma et al. (2023)) and demonstrated a com-
petitive run-time (typically 30 minutes to 2 hours) on high per-
formance computing (HPC) setups, depending on the case com-
plexity (Perri et al. 2022).

Despite the demonstrated suitability of COCONUT for op-
erational purposes, more work is needed in order to improve
its physical accuracy and the reliability of its results. In par-
ticular, COCONUT results generally display very smooth den-
sity profiles showing little response to the electromagnetic struc-
tures such as streamers, despite the fact that these streamers are
resolved accurately if one considers their magnetic field lines.
Here, we show that this is largely caused by the pre-processing
of the magnetic maps that we use for the mentioned simula-
tions. Since we pre-process the magnetograms to enable nu-
merical stability and fast convergence, by significantly reducing
their resolution and magnetic field strength, we are also reduc-
ing the magnetic pressure within the computational domain. This
causes an imbalance of forces and pressures yielding a relatively
high plasma β. As a result, the force balance and thus the whole
plasma dynamics is affected.

In this paper, we first briefly introduce the numerical setup
of the solver in Section 2, including the formulation, the grid,
the boundary and initial conditions. In the same section, we also
discuss the magnetic field pre-processing techniques and the ex-
pected magnetic field strength at our inner boundary, showing
that our default setup uses magnetic maps that are too weak. In
Section 3, we formulate an original technique to partly mitigate
these effects, consisting in placing the inner boundary further
away from the Sun while preserving the weaker magnetic field.
We apply this technique on a dipole, a minimum and a maximum
solar activity case, with validation against synthetic white-light
imaging and tomography. We also evaluate the impact on the
convergence behaviour, as a good performance and robustness
remain essential for the operational utility of COCONUT, and
discuss implications for the future use of the solver. We conclude
with summarising our findings in Section 4.

2. Methodology

COCONUT is a plasma solver that was originally introduced by
Perri et al. (2022), with the aim of becoming an alternative, ef-
ficient MHD-based coronal model for the VSWMC. In this Sec-
tion, we first present its formulation and the default numerical
setup. Then we will focus on the prescription and pre-processing
of the magnetic field on its inner boundary, highlighting the ef-
fects it has on the validity and resolution of the simulation re-
sults.

2.1. Formulation

COCONUT, a global coronal model based on the COOLFluiD
Framework Lani et al. (2006); Kimpe et al. (2005); Lani et al.
(2013), solves for the non-dimensional ideal-MHD equations
Yalim et al. (2011); Lani et al. (2014) with gravity using a fully-
implicit unstructured second-order Finite Volume (FV) solver.
The implicit nature of the steady-solver allows for CFL values
much larger than 1, oftentimes up to tens to hundreds in an oper-
ational setting. The MHD formulation of the default COCONUT
setup is given below:

dρ
dt
+ ∇ · (ρV) = 0, (1)

Table 1. Grid resolution for the simulated cases.

Case No. elements

Dipole 373.000
Minimum 1.495.000
Maximum 1.946.000

d(ρV)
dt
+ ∇ ·

(
ρV ⊗ V + I

(
P +

1
2
|B|2

)
− B ⊗ B

)
= ρg, (2)

dE
dt
+ ∇ ·

((
E + P +

1
2
|B|2

)
V − B(V · B)

)
= ρg · V, (3)

dB
dt
+ ∇ · (V ⊗ B − B ⊗ V + Iϕ) = 0, (4)

dϕ
dt
+ ∇ ·

(
V2

refB
)
= 0, (5)

where B is the magnetic field, V the plasma velocity, ρ the
density, P the scalar pressure, g the gravitational acceleration, E
the total internal energy, and ϕ serves for hyperbolic divergence
cleaning. The reference values that are used to adimensionalise
the equations are Bref = 2.2 · 10−4 T, lref = 6.9551 · 108 m,
and ρref = 1.6 · 10−13 kg/m3. Note that in the equations above,
radiation, conduction and heating are not included. The imple-
mentation of these terms into the solver formulation is cur-
rently ongoing. For the purpose of this study, we deem the base-
line COCONUT formulation shown above to be sufficient since
this baseline setup starts in the lower corona and resolves the
magnetic structures well while also being very robust (see e.g.
Kuźma et al. (2023)).

2.2. The grid

The grid that was used in this study corresponds to the standard
grid of the COCONUT solver, see Brchnelova et al. (2022b).
This grid is unstructured and based on a subdivided icosahedron
spanning from 1.01 R⊕ to 25 R⊕, where the latter boundary was
adjusted by Brchnelova et al. (2022a) to remove the outer bound-
ary condition effects. For each of the cases shown below, a differ-
ent grid resolution is used, with refinement increasing with the
complexity of the flow field. The number of grid points for each
case are shown in Table 1.

2.3. Default initial and boundary conditions

Since the solar wind at the outer boundary is super-fast, extrapo-
lation from the last cell inside the domain is used at this bound-
ary, and the inner boundary conditions fully determine the flow
field. These are generally prescribed in terms of density, pres-
sure, velocity and magnetic field. The magnetic field is set to
represent the Br component of the magnetic map of the case that
is to be studied. The density is generally prescribed to be 1.0 and
the pressure to be 0.108, both in non-dimensional terms Perri
et al. (2022). For some cases, especially when maxima of so-
lar activity are studied, the prescribed density might have to be
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locally or globally increased in order to ensure stability of the
solver Brchnelova et al. (2023). The question of the magnitude
and direction of the outflow velocity which is imposed on the in-
ner surface was discussed in details in Brchnelova et al. (2022a),
as well as the initial conditions. In the following study, if the
initial and boundary conditions deviate from what is indicated
above, it will be clearly stated.

2.4. Magnetic map pre-processing

Photospheric magnetograms generally have very high resolution
and very high magnetic field strengths. Due to the large gradi-
ents and the high local values of the magnetic field, unprocessed
magnetograms are generally unpractical for global coronal sim-
ulations because they would easily affect their robustness and
performance. In order to make them suitable for space weather
forecasting runs, a smoothing is applied and this is frequently
justified by the fact that the magnetic field is expected to be lower
in the upper chromosphere and corona than in the photosphere
(refer to e.g. the analysis of Joshi et al. (2017) for sunspots).

Therefore, our typical approach (see e.g. Kuźma et al.
(2023)) is to pre-process the photospheric magnetic maps
through spherical harmonics, where the high spherical harmon-
ics beyond a certain lmax are filtered away. As a demonstration,
refer to Figure 1, where the separate magnetic maps correspond
to the same original photospheric magnetogram shown on the
top, but have different levels of lmax. Both the magnetic field
strength and the resolution diminish as lmax decreases. In our set-
ting, for rapid convergence, we generally consider lmax = 15 or
30, depending on whether the case corresponds to a minimum or
maximum of solar activity, respectively. In the following, HMI
magnetograms are used for our simulations unless stated other-
wise (Perri et al. 2023).

Typically, this results in maximum magnetic field strength
values in the range of 1-2 G at the inner boundary for minima
cases and 10-15 G for maxima cases. Such values allow for a
smooth run of the simulation, converging in times that are feasi-
ble for operational purposes (see Perri et al. (2022)). While the
convergence performance is clearly one of the most important
aspects of the solver as it is meant to become a part of a space
weather forecasting tool chain, this limited strength of the mag-
netic field results in a decrease of the magnetic pressure and thus
influences the level to which the plasma is capable of follow-
ing the magnetic field lines. And while it is expected that the
magnetic field and its gradients will diminish to a certain extent
between the photosphere and the lower corona, this limit of lmax
was so far set mostly based on the operational performance of the
solver, not on the physical evidence of the maximum magnetic
field strength expected at the inner boundary.

2.5. Realistic B-field strength in the lower corona and its
effects

Let us first look at the magnetic field that should be prescribed
at the lower boundary. While we don’t know exactly the mag-
netic field strength and evolution in the lower corona, there are
several ways how this magnitude can be estimated from observa-
tions and simulations. A quite exhausting review was performed
by Alissandrakis & Gary (2021), summarising the magnetic field
strength evolution with height for active regions through differ-
ent radio methods, such as polarisation reversal, metric bursts, or
Faraday rotation, as summarised in Figure 14 of the referenced
work. While there is quite a spread in the data due inclusion of

the different techniques, it is clear that the estimated maximum
magnetic field strength at 1.01 R⊕ should be much higher than
the current 1-15 G used in our simulations (with the zebra pat-
tern and the Dulk-McLean relation showing a range of 50 G to
200 G).

For a demonstration of this issue, we consider a case of a
converged 2008 solar eclipse simulation. In Figure 2, we show
the radial velocity profile with magnetic field lines (left) and the
density profile (right), which clearly showcase the difficulty that
the plasma has to follow the magnetic field lines. This insuffi-
ciency also presents itself in the evaluation of the plasma β. For
the same 2008 case, we plotted the plasma beta in the flow field
(left) and on the inner boundary (right) in Figure 3. If we take
into account the estimations for plasma β, β = nkT/(B2/2µ0),
from Figure 3 of Gary (2001), we would be expecting the plasma
β at the location of 1.01 R⊕ to be below 0.01. While it is ex-
pected for this value to be very large along streamers where the
magnetic field approaches very small values (i.e. the bright yel-
low regions), a sufficiently low plasma β is clearly not achieved
even in the rest of the domain or at the boundary. This means
that the thermal pressure is too large compared to the magnetic
pressure and explains why the resolved plasma dynamics lacks
strong electromagnetic features.

3. Results with a shifted boundary

From the discussion above, it is clear that the magnetic field
which is currently prescribed for operational COCONUT runs
is much smaller than what is realistic at that location in the low
corona, at least when it comes to the active regions generally
giving rise to strong features in the flow field. It is also clear that
this assumption leads to deviations from what is physical in the
simulation results. However, from our previous numerical exper-
iments, even with increased limiting, prescribing a much higher
magnetic field leads to deteriorated convergence and run-time
performance. Therefore, an alternative solution should remedy
this issue for operational usage.

In order to improve the physicality of our simulations with-
out prescribing higher magnetic fields however, we can invert
the logic. Looking at the review paper of Alissandrakis and Gary
(2021), Figure 14, the magnetic field strength of 1-10 G that we
assume would be expected roughly at 1 R⊕ height from the pho-
tosphere. Thus, we simply shift the inner boundary to this dis-
tance (2 R⊕ in total).

In order to be consistent, when shifting the inner bound-
ary, we must adjust not only the magnetic field but also the
other boundary conditions. To this end, we consider the pro-
files from the work of Lemaire & Katsiyannis (2021). Accord-
ing to Figure 1 of this paper, with the base equatorial density at
the solar surface of around 108.7 cm−3 (8.4 · 10−13 kg/m3), at
1 R⊕ height from the photosphere this number density drops to
5.3 · 10−15 kg/m3. The pressure is adjusted accordingly.

Note that there are topological consequences resulting from
the fact that we are shifting the location at which we prescribe
the magnetic field. These will be discussed in Subsection 3.3.

3.1. Dipolar case

First, we apply this logic to the case of a dipole to see how this
modification affects the density field in a simple case. In Fig-
ure 4, the density profiles of the original approach (on the left)
and the shifted-boundary approach (on the right) are demon-
strated. The surface magnetogram sphere in the middle in the red
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lmax 15 lmax 15

2008 2012

lmax 30 lmax 30

Fig. 1. Demonstration of the pre-processing of the photospheric magnetic maps (top) through spherical harmonics processing, with lmax of 30
(middle) and 15 (bottom). On the left, the magnetic map from the selected minimum of activity case (1st August 2008 eclipse) is shown. On the
right, the magnetic maps correspond to the maximum of activity case (13th November 2012 eclipse). Units in Gauss.

Vr [m/s] ⍴ [kg/m ]3

Fig. 2. Resolved profiles of the 2008 minimum solar activity case. The left panel shows the magnetic field lines (in white) with the background
contours indicating the radial velocity profile. The right panel shows the corresponding largely radial density profile.

and blue colour-map demonstrates that while the inner sphere
on the left is 1.01 R⊕ and on the right 2 R⊕, the magnetic field
that is prescribed on it is the same, following the logic outlined
above. The Figure shows that the new approach leads to more
pronounced density features around the equator as would be ex-
pected from a case in which the electromagnetic forces and the
magnetic pressure are more dominant compared to the gravity
and the thermal pressure.

A similar observation can be made from plotting the radial
velocity, in Figure 5, where again the original case is on the
left and the shifted-boundary case on the right. Despite the fact
that the range for the velocity magnitude in the domain remains

the same, the equatorial streamers are much better shaped in the
shifted-boundary case.

In order to verify whether these observed changes are sig-
nificant enough to improve also the simulations based on real
magnetic maps, this approach is also tested for a solar minimum
and a solar maximum case.

3.2. Minimum and maximum activity cases

In applying this new approach to real cases, we start with the
2008 eclipse case which was previously introduced. We repeat
the steps described for the dipole, shifting the inner bound-
ary to 2 R⊕ and adjusting the boundary density and pressure
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plasma β [-] plasma β [-]

Fig. 3. The plasma β in the domain (left) and on the inner surface (right) for the 2008 minimum solar activity case.

⍴ [kg/m ]3 ⍴ [kg/m ]3Br [T] Br [T]

Fig. 4. Density profiles of the simulated magnetic dipole with the original setup (left, boundary located at 1.01 R⊕) and the new setup (right,
boundary located at 2.0 R⊕). The prescribed magnetic field is the same for both cases and shown on the inner boundary using the colour-bar on the
left. The resolved density profile is indicated using the colour-bar on the right.

Vr [m/s] Vr [m/s]

Fig. 5. Radial velocity profiles of the simulated magnetic dipole with the original setup (left, boundary located at 1.01 R⊕) and the new setup (right,
boundary located at 2.0 R⊕).
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⍴ [kg/m ]3⍴ [kg/m ]3

Fig. 6. Density profiles of the 2008 minimum solar activity case with the original setup (left, boundary located at 1.01 R⊕) and the new setup
(right, boundary located at 2.0 R⊕).

accordingly while keeping the same prescribed magnetic map.
The results for this and the original approach are shown in Fig-
ure 6 which demonstrates that the density profile in the case of
the shifted-boundary approach (right) is much better developed
compared to the original (left).

Comparison of radial velocity profile, in Figure 7, for the
original simulation (left) and the shifted-boundary simulation
(right) portrays a much higher level of detail for the latter. Based
on the investigation of the shape of the magnetic field lines in
the bottom panels of Figure 7, which were already validated in
Kuźma et al. (2023), it can be concluded that the added detail
is physical. Considering that both simulations are resolved using
the same grid refinement and the same scheme, this added level
of detail is fairly significant and can help us reduce the com-
putational cost of predictions by allowing us to potentially run
simulations on even coarser grids.

This enhancement can also be understood as an improvement
in matching the correct plasma β both at the inner boundary and
in the flow field. The plasma β for the shifted-boundary simu-
lation is shown in Figure 8. If we investigate the plasma β in
Figure 3 from Gary (2001), over the active regions at the dis-
tance of 2 R⊕, we would expect plasma β values in the range of
0.3 to around 15 (nondimensional). This is similar to the values
obtained at the inner boundary with this approach. In the rest of
the flow field, we would expect the value to keep increasing up
to more than 0.1 at the outer boundary, which again is satisfied.

From the analysis above and revisiting the ideal-MHD for-
mulation, it is possible to recognise the following three ways in
which shifting the inner boundary helps the solver to arrive to a
more physical and a better resolved flow field:

– by assuming a smaller boundary density at 2 R⊕, the thermal
pressure and the gravity are automatically reduced while the
magnetic pressure is kept the same,

– by increasing the distance from the centre of the Sun, the
gravity force is reduced even further, and

– as the boundary on 2 R⊕, the higher plasma β is more physi-
cal.

To further showcase that the more detailed density profile
leads to more physical results, synthetic WLI were generated
from these simulations for both cases. For synthetic WLI, we
followed the spherically symmetric inversion method of Billings

(1966) in order to compute, for each point, the polarised bright-
ness is integrated along the line-of-sight (LOS) as:

pB ∝
∫

LOS

(
(1 − u)A(r) + uB(r)

)ρ2

r2 N(s)ds, (6)

where,

A(r) = cosΩ sin2Ω, (7)

B(r) = −
1
8

[
1 − 3 sin2Ω − cos2Ω

(1 + 3 sin2Ω

sinΩ

)
ln

(1 + sinΩ
cosΩ

)]
,

(8)

and sinΩ = R⊕
r with r2 = s2 + ρ2.

In the expressions above, s represents the path distance over
which the integration is carried out, ρ the perpendicular distance
to the solar disk and u is the limb darkening coefficient, which
was set to 0.5 in the present study.

The box over which the ray tracing was performed was set to
3.5 R⊕ x 3.5 R⊕ x 3.5 R⊕ with 250 x 250 rays, originating from
uniformly distributed points. Convergence study on the size of
the domain and number of rays revealed that these values were
sufficient to accurately capture the brightness features (or lack
thereof).

The results of WLI are shown in Figure 9, where the origi-
nal approach is shown on the left, the new approach on the right,
and the observation in the middle. It should be remarked that it
is not the intention of the authors to have the reader thoroughly
compare the exact contrast, location and geometry of the visi-
ble synthetic WLI features with the WLI observations since it is
known that inclusion of additional physical terms, which are cur-
rently neglected, will further affect the positioning and shape of
these streamers (and hence such a detailed comparison with the
real physics would be unfair for both approaches). The contrast
and definition in the shown WLI observation is also achieved
through sophisticated post-processing, currently not yet imple-
mented into our synthetic WLI image generation. However, the
observation is included nevertheless to get an indication of where
one should expect intensity enhancements for this specific solar
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Vr [m/s] Vr [m/s]

Vr [m/s] Vr [m/s]

Fig. 7. Profiles of the 2008 minimum solar activity case with the original setup (left, boundary located at 1.01 R⊕) and the new setup (right,
boundary located at 2.0 R⊕). The top two panels show the radial velocity profiles alone, while the bottom panels also overlay the magnetic field
lines (in white) to help ascertain how well the plasma flow follows them.

activity level and magnetic field configuration. In the original
case (left), no features are visible, which is why the comparison
with the eclipse pictures through WLI was previously impossi-
ble for COCONUT simulation results. On the right, for the new
approach, enhancements of intensity are seen in the locations
where the streamers are located shown in Figure 7, in similar lo-
cations as the enhancements seen in the observation in the mid-
dle. As stated above, it is expected that the inclusion of more
physics into our model, such as coronal heating approximation,
wave turbulence terms, conduction and radiation and/or various
WLI filters and post-processing will enhance the features even
further.

Besides WLI, another mean of validating (at least qualita-
tively) the shape of the resolved density profiles for cases of
minimum solar activity is tomography. From tomography, the
profiles of electron density can be derived at various distances
from the Sun, generally between 4 to 8 R⊕. We used the coron-
agraph image data at 4.4 R⊕ of Morgan (2015) after having pro-
cessed it through a spherical harmonic-based regularised inver-
sion method (Morgan 2019) and further refinement steps (Mor-
gan & Cook 2020).

The tomography for the date of the minimum of activity case
is shown in Figure 10 on the left. In the middle of the same Fig-
ure, the synthetic tomographic image was created using the orig-

inal setup with a weak magnetic field applied on 1.01 R⊕. On
the right, the synthetic tomographic image was generated for the
new approach, with the boundary shifted to 2 R⊕. It is clear that
the new approach produces a greater level of detail which is also
generally in agreement with the actual observation, despite the
fact that the model is still only polytropic.

Next, we apply this approach also to a case of maximum of
solar activity, to demonstrate that this methodology can be also
used for more complex cases. Here, we take the magnetic map
of the previously mentioned 2012 eclipse and repeat the same
processes as for the minimum case above.

The resulting density profiles for the original approach (left)
and the shifted-boundary simulation (right) are shown in Fig-
ure 11, again showing a much better development of the density
profile, following the magnetic lines in the domain.

Similarly, the synthetic WLI were generated for comparison,
through the same method as outlined above. Synthetic WLI and
the observation of the corresponding solar eclipse are shown in
Figure 12, demonstrating much more pronounced brightness fea-
tures for the new approach compared to the original, located in
the regions of streamers and density enhancements.

While it is possible to somewhat improve the features of the
maxima cases by using higher resolution magnetograms using
the original setup with adjustments in the divergence cleaning
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plasma β [-] plasma β [-]

Fig. 8. The plasma β in the domain (left) and on the prescribed surface (right) for the 2008 minimum solar activity case, as resolved using the new
approach of shifting the boundary to 2 R⊕.

Fig. 9. Synthetic WLI for the 2008 minimum solar activity case using the density profiles from the original approach (left, boundary located at
1.01 R⊕), the new setup (right, boundary located at 2.0 R⊕) and the corresponding eclipse observation (© 2008 Alson Wong) in the middle.
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Tomography Original Shifted boundary

Fig. 10. Comparison of tomography measurement of the 2008 minimum solar activity case (left) from Morgan et al. with synthetic tomography
using the density profiles from the original approach (middle, boundary located at 1.01 R⊕) and the new setup (right, boundary located at 2.0 R⊕).

method, these oftentimes take much longer to converge, lead
to nonphysically high-velocity patches or generate unstable fea-
tures which prevent the simulation from meeting the residual cri-
teria for convergence. The approach with the shifted boundary
does not face these problems.

3.3. The validity of the prescribed B-field strength at 2 R⊕

While prescribing a filtered photospheric magnetic field at 2 R⊕
might be more realistic in terms of the magnetic field strength
and gradients present in it, the fact that the loop footpoints are
shifted by one solar radius might change the magnetic field
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⍴ [kg/m ]3⍴ [kg/m ]3

Fig. 11. Density profiles of the 2012 maximum solar activity case with the original setup (left, boundary located at 1.01 R⊕) and the new setup
(right, boundary located at 2.0 R⊕).

Original Shifted BoundarySolar Eclipse WLI

Fig. 12. Synthetic WLI for the 2012 maximum solar activity case using the density profiles from the original approach (left, boundary located
at 1.01 R⊕), the new setup (right, boundary located at 2.0 R⊕) and the corresponding eclipse observation (© 2012 Constantine Emmanouilidi,
Miloslav Druckmuller) in the middle.

topology, see Figure 13. In the Figure, the original, "true" foot-
points of a given loop (solid orange arc) are located on the 1 R⊕
boundary (solid circle) in blue points. As this loop moves to the
region of 2 R⊕ (dashed circle), the imagined footpoints would
move to the red points. However, by simply prescribing the same
magnetic field at 2 R⊕, we artificially move the footpoints to
the green points through a simple linear upscaling (dotted black
lines), thus, making the structure larger.

In addition, some of the original 1 R⊕ loops might be small
enough that they do not even extend to the distance of 2 R⊕.
Obviously, by using the same magnetogram as for 1 R⊕ at 2 R⊕,
these small loops will still form at this distance.

The implication of all of this is that:

– the modelled loops might end up being larger with a different
geometry, depending on their position and shape, and

– "spurious" loops might exist close to the 2 R⊕ surface, even
though their extent would otherwise be limited a distance of
much less than 2 R⊕.

Despite this, however, as shown in the previous section, we
still get much better profiles when it comes to e.g. synthetic to-
mography, indicating sharper and more accurate density features

2Rs

1Rs

Fig. 13. The effects of prescribing the magnetic field at 2 R⊕ (dashed
black circle) instead of 1 R⊕ (solid black circle) on the loop size and
geometry (orange solid line).

further away from the Sun. There are several reasons why this is
the case, namely:
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Original approach2008 original approach, 5Rs 2012 original approach, 5Rs 2012 shifted boundary approach, 5Rs2008 shifted boundary approach, 5Rs

Fig. 14. Comparison of the resulting Br structures of the different approach at 2 R⊕ for 2008 (left two) and for 2012 (right two).

– more pronounced ("upscaled") electromagnetic structures
and lower dissipation result in that the numerical reconnec-
tion in the streamers and current sheets occurs much further
away from the star, meaning that the resulting plasma fea-
tures are much better pronounced as they extent into the rest
of the domain,

– despite the fact that the geometry and size of the loop might
be affected due to the above-mentioned reasons close to the
inner surface, the general position of the apex of the loop is
still sufficiently accurate to create density enhancements in
the right places, and

– what matters for space weather forecasting are the conditions
at 0.1 AU, not at 2 R⊕, thus the effect of the inaccuracies
close to the surface is diminished.

The above points are demonstrated in Figure 14, where the
Br features at the 5 R⊕ surface are shown. It is clear that de-
spite the different treatment of the inner boundary and different
resulting velocity and density profiles in the domain, the mag-
netic field structure further away from the Sun looks very sim-
ilar thanks to premature reconnection and the fact that the loop
apexes in the new approach are still positioned at the right places.
The only difference comes in terms of the magnitude of the B-
field, which can however be expected since in the new approach,
the same magnetic field strength is prescribed at a larger distance
into the domain.

While this definitely makes it difficult to use the results of
these simulations for detailed modelling of the behaviour of the
coronal loops and other structures close to the star, thanks to the
reasons mentioned above, we believe that this "upscaling" of the
electromagnetic features might still be a suitable technique for
improving space weather forecasting.

An alternative interpretation of the results that solves this
problem exploits the non-dimensional nature of the MHD equa-
tions. Indeed, the results of the shifted-boundary case with the
larger grid can be interpreted as the results computed on the
original 1 R⊕ domain with a decreased boundary density, pres-
sure and gravity. In that case, the only parameter that changes
between the two simulations in practice is the reference length,
which is the reason why the gravitational force must be down-
scaled. In both cases, as also numerically verified, the results
look exactly the same and for the 2008 minimum case, the cor-
responding Vr field is shown in the left-hand side plot of Figure
15. However, with the 2 R⊕-boundary approach, it is implied that
the features shown in the left-hand side plot of Figure 15 corre-
spond to the features that would originate form the 2 R⊕ bound-
ary. In contrast, if we assume that the simulation is solved on
the original 1 R⊕ grid but with an artificially decreased thermal
pressure and gravity, the features shown in the left-hand side plot

of Figure 15 would be assumed to originate from a 1 R⊕ bound-
ary, and the features around the 2 R⊕ surface in the same domain
would look like the features depicted in the right-hand side plot
of Figure 15. The fact that the features are much larger around
the 2 R⊕ surface on the left (according to the original interpreta-
tion) compared to the 2 R⊕ surface (according to the alternative
interpretation) on right further demonstrates the "upscaling" of
discussed above.

The question then becomes which one of these interpreta-
tions is more accurate and therefore, whether the physical scale
of the domain should be doubled in our simulations or not. On
one hand, the latter interpretation does not face the upscaling
problem and resolves sharp features with an appropriate plasma
β close to the surface of the Sun. On the other hand, the for-
mer interpretation assumes a correct thermal pressure near the
surface and a correct gravitational force. Considering that the
scaled-down gravitational forces influence density profiles over
the entire domain and hence lead to incorrect density gradients
especially further away from the Sun where gravity dominates
(and where the solution would be extracted for coupling to he-
liospheric software), the former interpretation is preferred. This
means that when deriving the physical interpretation of the sim-
ulation results, it will be assumed that the inner boundary is at
the distance of 2 R⊕.

3.4. Convergence

Lastly, it is also essential to discuss convergence of the setups,
since the primary purpose of the COCONUT solver is to be inte-
grated into operational model chains within VSWMC for space
weather forecasting.

The cases presented above (dipole, 2008 minimum and 2012
maximum) were ran with a constant CFL set to 1, both with the
original setting and with the shifted-boundary to 2 R⊕ in order to
fairly determine how the residual evolves over time and when it
reaches the lower pre-set limit. The simulations were ran using
the same grid resolution, partitioning, number and type of cores
on the Flemish Supercomputer Centre. The residual chosen for
monitoring was the Vx residual (the x component of the veloc-
ity), since the residual curves show its adimensional absolute
value and these value ranges were, unlike density or pressure,
similar for both setups. The results, with the original setup in red
and shifted-boundary setup in green are shown in Figure 16, with
the top representing the dipole case, the middle the minimum of
activity and the bottom the maximum of activity case.

From Figure 16, it can be concluded that in all the cases, the
shifted-boundary setup had a similar convergence performance
when compared to the original setup at the same grid. While a
constant CFL was held for a fair comparison in the aforemen-
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Fig. 15. Comparison of the two interpretations of the adopted approach. Both subfigures show the radial velocity profile. The left-hand side plot
shows the general result of the simulation, where the inner boundary can represent either a 2 R⊕ or a 1 R⊕ surface. On the right, the plot shows
where the 2 R⊕ surface would be located if the left-hand side plot’s boundary would be at 1 R⊕.

tioned Figure, this setup still allows for much steeper CFL pro-
files with higher CFL values, see Figure 17 where the ρ residual
is shown for the 2008 minimum case with a variable CFL run.
Here, it is demonstrated that with gradually growing CFL values,
a good convergence in just 1000 iterations (and roughly 1 hour
of compute time on 144 cores) can be achieved for a realistic
case with this method.

Considering the fact that the level of resolution in the re-
sults of the former is far more enhanced, the grid can be further
coarsened, which will further improve the convergence time and
stability. Furthermore, while for now the same grid was used for
a fair comparison of convergence (where it was scaled up for the
2 R⊕-boundary case), in operational runs, the outermost layers of
the 2 R⊕-boundary grid can be removed as they are far beyond
25 R⊕, which will lead to further performance enhancement.

3.5. Possible challenges of the approach

It was demonstrated that the newly applied approach leads to sig-
nificantly more pronounced profiles with more realistic features
compared to the original setup. It does, however, pose some lim-
itations on the use of the code, which must also be discussed.

Firstly, clearly in this setting, we cannot accurately study the
features close to the solar surface. The 1 R⊕ to 2 R⊕ region of
corona cannot be studied as it is not included in the domain. The
region close to the 2 R⊕ boundary also cannot be used for accu-
rate analysis for the reasons outlined in 3.3 (e.g., the formation of
loops or streamers), but this is generally considered unnecessary
as this setup is meant for operational runs, not for academic re-
search purposes. Beforehand, coronal structures were validated
using solar eclipse data (derived for 1 R⊕). With this approach,
coronagraph data starting from 2 R⊕ to 2.5 R⊕ could be used for
that purpose.

Secondly, another potential obstacle that will have to be over-
come with this setup is the fact that the majority of coronal heat-
ing term formulations to achieve bimodal wind have been de-
veloped considering the lower boundary to be at 1 R⊕, with the
parameters and proportionality constants adjusted in kind. If we
do, in future, switch to a 2 R⊕ inner boundary formulation, the
formulation of the heating terms will have to be adjusted to pro-

duce similar results, possibly complicating the inclusion of these
terms in the first place.

On the other hand, the lower solar atmosphere is highly dy-
namical as it is strongly affected by the turbulent convection,
and this is difficult for a global coronal model to properly de-
scribe. Therefore, shifting the inner boundary could avoid the
corresponding numerical and physical difficulties.

As for now, the demonstrated benefits appear to overcome
these potential drawbacks for our polytropic MHD model.

4. Conclusions

In this paper, after having shown the effects of reducing the
magnetic field strength and gradients during magnetogram pre-
processing on the resolution of features in the COCONUT global
coronal model simulations, we have proposed a simple and orig-
inal method to counterbalance this simplification without losing
computational performance.

After a short presentation of the spherical harmonics mag-
netogram pre-processing and literature review, we have con-
cluded that the magnetic fields which we generally use as an in-
put to the COCONUT model are unrealistically under-resolved.
As demonstrated on a minimum solar activity case (2008 to-
tal eclipse), this inevitably leads to smaller electromagnetic
forces and magnetic pressure with respect to gravitational forces
and thermal pressure of the plasma, resulting in an nonphysi-
cal plasma β values, consequently leading to a lack of electro-
magnetic structures in density and velocity profiles. Increasing
the prescribed magnetic field strength, however, deteriorates the
computational performance and robustness of the code.

Therefore, we have formulated an approach to mitigate this
issue by placing the inner boundary further away from the star.
We find that the respective magnetic fields that we use should
be realistic at the height of roughly 1 R⊕ from the photosphere,
which means that we shift our inner boundary to the distance
2 R⊕, lowering the prescribed density and pressure accordingly.

By applying this new setup on case of a magnetic dipole, a
minimum of solar activity (2008 total eclipse) and a maximum of
solar activity (2012 total eclipse), we have demonstrated that this
approach leads to far more pronounced density profiles, correctly
following the magnetic field lines. We have also shown that these
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Fig. 16. Comparison of convergence based on the Vx residual for the original setup (red) and the new setup (green) in the dipole case (top),
minimum solar activity case (middle) and maximum solar activity case (bottom).

new density profiles lead to more physical and better resolved
synthetic WLI, now showcasing features despite the fact that the
setup still lacks physical terms such as heating terms, wave pres-
sure, radiation and conduction. For the minimum activity case,
we have also validated the new technique through comparison
with tomography data, and it is revealed that the density profiles
resulting from the new approach fit the tomography data much
better even at the distance of 4 R⊕.

Next, it was discussed that prescribing a 1 R⊕ magnetogram
at 2 R⊕ might lead to larger features than what is realistic and
change the shape of these features as a result. Due to the fact that
for space weather forecasting we mostly focus on how these fea-
tures extend in the domain and not how exactly they look close
to the inner boundary, with the former being shown to be much
better with the new adopted approach, we argue that despite this
weakness, the proposed approach is still a suitable for our pur-
poses. It is also pointed out that due to the non-dimensional na-
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Fig. 17. Demonstration that rapid convergence (here ρ residual) with steep CFL profiles in just 1000 iterations is still possible with the shifted-
boundary approach.

ture of the MHD equations, the new approach can be also inter-
preted as an approach in which we preserve the original domain
starting at 1 R⊕, but in which we artificially decrease the thermal
pressure and the gravity to achieve a realistic plasma β at the in-
ner boundary. In that case, the above-mentioned problem with
larger features disappears, but the prescribed thermal pressure
and gravity are not representative of reality.

Finally, since COCONUT is meant for operational runs,
we have also evaluated its convergence with the modified in-
ner boundary settings. From the behaviour of the velocity x-
component residual, it is concluded that the convergence perfor-
mance is similar to the original setup on the same grid. In addi-
tion, for the new setup, an even coarser grid can be afforded since
it provides results with much better sharpness compared to the
original, and with a smaller domain, it also requires fewer cells.
Thus, the performance of the solver in terms of the required com-
putational resources will only increase. Using this approach may
result in the necessity to adjust our validation means in the fu-
ture, focusing more on coronagraph data instead of WLI from to-
tal solar eclipses. In addition, shifting the inner boundary might
make it difficult to apply some of the most popular heating terms
available in literature, as these were generally developed for se-
tups starting at 1 R⊕. This will be addressed in future work, when
implementing these terms into COCONUT. All in all, since this
technique demonstrated superior performance and accuracy, it is
worthwhile to consider it for operational runs despite these pro-
jected possible difficulties.
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